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ABSTRACT

In this paper we propose a data analysis based audit framework where we identify and eliminate clusters of data points that do not have the characteristics of a Benford conforming data set. By looking at the attributes of these data sets, we identify potential audit candidates iteratively with the objective of utilizing the auditing budget in a more efficient way. We analyze a publicly available real data set that contains a list of contracts belong to a public health care organization using the proposed framework. We believe this systemic approach is better than a random selection process to better utilize audit resources.
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**INTRODUCTION**

According to a Department of Justice’s recent media brief (d.o. Justice, December 2013) procurement fraud matters had a peak in fiscal year 2013. The department recovered $3.8 billion from false claims where more than $887 million of this amount was in settlements and judgments based on allegations of false claims and corruption involving government contracts.

It is certain that these kind of fraudulent activities or anomalies are not common, but when they happen it is not easy to detect them and even if they are eventually detected, their negative effect on the perception of these entities in public will be huge.

Health care sector is not immune to this kind of behaviors, either. The National Health Care Anti-Fraud Association (NHCAA) reports that the financial losses due to health care fraud are in the tens of billions of dollars each year.

Therefore it is important to have a data analysis based auditing mechanism in place that detects anomalies and fraud in the past data so that it will create a physiological barrier to the people who have intent to transgress. The difficulty comes with such a system is to determine how to classify the data set in a way that minimizes the cost to identify the maximum number of anomalies.

Data analysis is commonly used in accounting and auditing to detect errors and fraud and to assess performance. One of the most common data analysis methods is financial statement analysis. This method includes,
but is not limited to, vertical analysis (common-size financial statements), horizontal analysis (percentage changes) and ratios. Ratio analysis includes performance measures for liquidity, activity, profitability, and coverage (Kieso, Weygant, and Warfield, 2016). The authors note that, while ease of computation is an advantage, limitations of ratios include the use of historical cost, estimated amounts such as depreciation and bad debt expense, and comparability with the same or other entities. Another method of data analysis used by fraud examiners is the Net Worth Method which is part of the investigative methods for conversion of embezzled funds (S. W. Albrecht, Albrecht, Albrecht, and Zimbelman, 2016). The authors show, through a series of computations, that the Net Worth Method computes an amount representing unknown sources of income. Successful use of this method requires skillfulness in obtaining known information from public and private sources, including online sources. Lastly, with the increased power of computers and increased amounts of data, Big Data Analysis is gaining importance. It is changing the way we analyze data by the ability to explore large data sets, assess data lacking neatness and exactness, and focus on correlation over causality. (Mayor-Schonberger and Cukier, 2013).

In this paper, another data analytical method that is widely used in fraud detection and known as Benford’s Law is discussed. Benford’s Law is a data analysis methodology supported by statistical rigor and can be applied to large data sets using data other can accounting numbers. We propose a data analysis focused audit system where we identify and eliminate clusters of data points that do not have the characteristics of a Benford conforming data set. By looking at the attributes of these data sets, we identify potential audit candidates. We believe this systemic approach is better than random selection process.

Bierstaker, Brody, and Pacini (2006) investigated the accountants' perceptions regarding fraud detection and prevention methods through a survey research and found out that despite the advancements in information technology part of fraud detection such as firewalls, virus
and password protection to identify and prevent fraud, most companies lack the analytics part of fraud detection that we discuss in this paper. The accountants surveyed believe that the use of analytics tools would be highly effective but yet admit that they do not have firm resources including software and man power dedicated to fraud analytics.

**Background and Literature Review**

The phenomenon which is the basis of this paper suggests that the leading significant digits that happen naturally in real life do not appear with the same frequencies but rather they follow a logarithmic pattern where the frequency of occurrence decrease with the increase in the digits. This characteristics of naturally occurring numbers first discovered by mathematician Simon Newcomb (Hill, 1995) in 1881 who realized that the logarithmic tables that scientists use to simplify difficult calculations wear out faster in the first pages than the last pages where the digits appear in an ascending order indicating a higher frequency in the lower digits than the higher digits. The idea was rediscovered by Frank Bedford in 1938. Benford tested the existence of this law by collecting many diverse data sets including numbers on the first pages of newspapers, all the numbers in Reader’s Digest, mathematical tables, drainage areas of rivers, population numbers and American League statistics. The collection which contained about 20,000 numbers empirically proved the existence of the law and the idea became the Benford’s Law. Newcomb and later Benford independently developed a set of formulas for the probability of digit frequencies as given below.

\[ P(\text{First Digit} = d_1) = \log(1+1/d_1), \ d_1\{1,2,\ldots,9\} \]

\[ P(\text{Second Digit} = d_2) = (d_1= 1 \text{ to } 9) \ (1+1/(d_1d_2)), \ d_2\{0,1,\ldots,9\} \]

\[ P(\text{First and Second Digits} = d_1d_2) = \log(1+1/(d_1d_2)), \ d_1d_2\{10,11,\ldots,99\} \]

It is interesting to emphasize that if there is a law of digits, it has to be scale invariant. For example the sizes of lakes can be given in square mile or in
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square km. Or the invoice amounts can be given in different currencies. So that means if you convert the numbers in a data set that follows the Benford’s Law to another unit it should still follow the Benford’s Law, and it does. The reason for that is the Benford’s Law is scale-invariant (Hill, 1995). Further mathematical details of the theory of Benford’s Law can be found in Berger and Hill (2011).

Benford’s Law has also been used to discover fraud by uncovering abnormalities in data sets not conforming to this pattern. Nigrini (2012) notes that certain the following data sets do not follow Benford’s Law: data sets containing minimum/maximum limits, data used as identification numbers or labels, and data containing more small values than large ones.

Research in accounting and auditing has focused on both applications and problems in using Benford’s Law. Applications include use as an “aid in analytical procedures” (Nigrini and Mittermaier, 1997), selection of “more promising” audit samples (da Silva and Carreira, 2013), and fraud detection (Nigrini, 1999; Johnson, 2009; Jordon and Clark, 2011; Yang and Wei, 2010). In analyzing state government financial statements, Johnson and Weggenmann (2013) demonstrated that Benford’s Law can be used effectively for smaller data sets but noted that smaller data sets may also increase the occurrence of false positives. Grabinski and Paszek (2013) showed that Benford’s Law was reliable for analyzing large financial data sets using European publicly listed companies. They noted however a “lesser extent” of reliability to those “representing financial ratios.”

Research on Benford’s Law has also produced some criticisms. Diekmann and Jann argue that Benford’s Law is not a useful tool when discriminating between manipulated and non-manipulated estimates. They also question validity based on the high occurrence of false positives. Research has also noted the potential high results of Type 1 errors (Cleary and Thibodeau, 2005; Rodriguez, 2004); using a Bayesian approach (Geyer and Williamson, 2004). There are also other streams of research aiming for implementing better methodologies for detecting fraud. A basic non-exhaustive classification of these methods are provided in Figure 1.
Kirkos, Spathis, and Manolopoulos (2007) looked at the effectiveness of three different data mining techniques to detect fraud in financial statements. They considered a Bayesian belief network model, neural network model, and decision tree model and found the Bayesian belief network superior to the other two.

Cecchini et al. (2010) collected a large empirical data set containing fraudulent and nonfraudulent companies along with their quantitative financial attributes. They implemented a fraud detection model using support vector machines and validated the use of model on a new set of data. The model they used correctly labeled 80% of the fraudulent cases and 90.6% of the non-fraudulent cases indicating that the model has lower Type 1 error rate than Type 2 error rate.

Game theory is also present in fraud detection literature. Cook et al. (1997) is the first paper that considered a game model of auditing using both cooperative and non-cooperative game analysis. Later, Coates et al. (2002) used a modified version of the chicken game (Szilagyi, 2007) to more formally model client-auditor strategies using players as ethical and unethical clients on one side and an auditor on the other with an aim to provide additional insight into ethical and audit effort issues. Recently Anastasopoulos and Anastasopoulos (2012) employed the evolutionary game theory to model the fraud detection problem in auditing. One of the important findings of the model indicates that if the auditor is partially informed about the auditee firm, a more comprehensive audit is necessary to guarantee quality of audit. This means that the additional knowledge such as data collection and analysis is important.

Lately, there is a successful attempt to use the social network theory in fraud detection. Baesen et al. (2015) and Van Vlasselaer et al. (2016) study the knowledge and impact of network information for social security fraud detection. The objective of the paper is to detect a set of companies “that intentionally go bankrupt to avoid contributing their taxes”. The novel approach that the authors identified the shared resources between the companies and used this as a linkage between them.
Modeling approach

As every audit comes with a cost tag attached, it is not always possible to take a look at every item in a large data set. Businesses often conduct audits using a random selection process without conducting a thorough analysis on the data set that is subject to the audit. As the traditional data analysis tools fail to catch anomalies that are related to digit frequencies, some unusual data values stay unrecognized by the system being used.

We propose an elimination and selection based auditing system in place of a random selection process where we look at a data set by calculating statistical error measures for the expected and observed digit values using the first order tests suggested by (Nigrini, 2011, 2012). We mainly consider the significance of the Z-statistic. Figure 2 shows the overall framework of the system proposed.

In order to understand the applicability of the proposed system we analyzed a publicly available real data set of a government health care organization. In this data set we identified the contractor name as the attribute of interest.

Figure 3 is the first two digit distribution for the data set. The figure identifies large spikes at 50 and 99 first two digit combinations. These large spikes suggest that the data may not conform to Benford’s law as the deviations are large. We can also see that proportions for some other digit combinations are below and above their respective expected proportions. These additional digit values also contribute to nonconformity of the data to Benford. However we only look at the largest spikes as long as the errors from the other ones stay within the significance level. Table 1 below shows the magnitude of these largest errors.

The results suggest that we first need to take a closer look at the records with the first two digit values of 99. The increase in the frequency of these data values may indicate that the company officials have a tendency to issue an invoice that has a slightly lower value than a value that requires additional authorization which is a common practice.
A closer look at the data set revealed that 32 out of 81 invoices that have the first two digits 99 were issued to a specific contractor. Therefore we take this contractor in our audit pool and remove the records related to this contractor. We call this contractor Company A to conceal its name as we only intend to show how our methodology works.

An interesting fact about Company A is that 20 out of these 32 transactions happened on the same day and they are in the amount of $9,999. A closer look at this company also revealed that there are some other transactions for this company issued on the same day in the amounts of $9,830 and $9,829.

We then remove Company A from the data set and iterate the analysis again this time finding the most occurring FT digits as 50. Notice in Table 2 that some of these 50s from the initial data set are eliminated by the removal of Company A and the largest z value is now dropped to 7.71.

We found that 17 out of 94 of these 94 records are belong to another company, Company B. Adding Company B to the audit pool and removing the data related to Company B completes the second iteration. Table 2 shows the FT digits distributions of the actual and expected proportions after the second iteration. If we continue doing this, the histogram for the actual proportions in the modified data set will become closer to their expected proportions while adding more contractors to the audit pool. It may be a good idea to look at some other attributes such as contractor name, the contract specialist or the completion date for the contract after every iteration and run association rules data mining analysis to identify the relation of these attributes to the significant digits. Note that we only looked at one of the first order tests suggested by Nigrini (2012) in our framework. It may be a good idea to apply some other tests if the removal procedure does not improve the fit.
CONCLUSION

Benford’s Law is a powerful tool to understand if certain digit combinations occur in abnormal proportions in a data set. It differentiates itself from traditional statistical data analysis as forensic accounting look for characteristics of outliers rather than the characteristics of the data set itself as a whole. There are many different types of tests available to conduct deeper analysis on a large data set. With the advancements in data mining research and computer technology, better models and frameworks can be implemented to diagnose and identify “sick” data that also take into consideration the difficulties that “big data” may bring as although Benford’s Law works well with larger data sets the statistical significance tests it uses suffer from the excess power issue caused by large sample sizes. We will continue working on this framework to create a structural process that is suitable for very large datasets and also capable of running a different number of tests in a sequential order. Lastly, we want to emphasize that, as with all data analysis related to fraud, this analysis suggest the possible occurrence of anomaly or fraud. Fraud examiners must carefully look at each potential incident and perform a full audit to see if it is an error, discrepancy, or fraud.
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